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Abstract

In this paper, an approach to efficient traffic engineering in the DiffServ-aware network environment is proposed. We
focus to distance vector-based routing protocols, considering both modifications of routing protocols needed to support path
differentiation and traffic engineering methods relied on adjusting multiple per-link costs to particular network conditions.
Further, a method for determining link cost of particular traffic class, as a unique generic function of the single generalized
performance metric has been proposed. In order to achieve efficient traffic engineering, possible approximations of generic
cost function and mappings of generalized to particular metrics have been proposed. Finally, prerequisites for implementing
proposed approach have been discussed in the context of different administrative policies and time scales of their application.
� 2005 Elsevier GmbH. All rights reserved.
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1. Introduction

The Internet Protocol (IP) technology has been widely
accepted as a basis for service integration in the next gener-
ation of multiservice telecommunication networks. One of
the key issues in multiservice IP networks concerns resolv-
ing problems of providing different quality of service (QoS)
levels, in accordance with specific requirements of different
applications and users. Considering scalability requirements,
the approach to QoS provisioning comprises standardized
[1], or proprietary architectures with differentiated services,
i.e. DiffServ-aware architectures. QoS-aware routing refers
to traffic aggregates, instead of individual flows.

Traffic engineering (TE) involves adapting of routing
to network conditions in order to improve the overall
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network performance in the sense of increasing availability
and throughput, minimization of packet loss and optimiza-
tion of resource utilization. In this paper, an approach to effi-
cient TE in the DiffServ-aware network environment is pro-
posed. We focus to distance vector (DV)-based routing and
propose several approaches to perform efficient TE based
on link costs, expressed as a function of the single gener-
alized performance metric (PM). The main objective is to
provide a trade-off between achieving the required network
performance and the implementation complexity.

The rest of the paper is organized as follows: Section 2
contains an overview of related work. The network man-
agement architecture is described in Section 3. Section 4
comprises proposals for TE methods with DV-based routing
protocols in the DiffServ environment. In Section 5, link
cost has been considered as a function of the single gener-
alized PM. Simulation experiments and the obtained results
have been presented in Section 6. TE policies concerning
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implementation of proposed TE methods have been
discussed in Section 7. Section 8 contains concluding
remarks.

2. Motivation and related work

In the past few years, TE in IP-based networks has been
widely addressed, including both intra-domain and inter-
domain aspects. One approach concerns upgrading tradi-
tional IP routing protocols to support TE. A comprehen-
sive research work is focussed to extensions of intra-domain
link state routing protocols, like OSPF (Open Shortest Path
First) and IS–IS (Intermediate System–Intermediate Sys-
tem). Recently proposed OSPF extension for intra-domain
TE (OSPF-TE[2]) seems to provide more powerful and ro-
bust routing capabilities, on the count of acceptable addi-
tional protocol overhead[3].

Experimental studies have shown that traditional shortest
path routing protocols such as OSPF and IS–IS can perform
quite well, without any modifications, in combination with
the TE[4]. This approach includes permanent monitoring of
the traffic and topology, optimizing the set of the static link
weights, and reconfiguring the routers statically, with new
weight settings as needed.

Inter-domain TE has been explored more recently, in the
context of BGP (Border Gateway Protocol) and its exten-
sions to support TE, e.g.[5]. A heuristic algorithm for se-
lection of the egress router that satisfies end-to-end band-
width requirements, while optimizing the network resource
utilization has been suggested in[6].

Alternative approach to TE is related with various propo-
sitions of QoS and constraint-based routing protocols[7,8].
In spite of significant advantages in terms of QoS provi-
sioning and TE, the main drawbacks concern complex rout-
ing algorithms, and consequently implementation, as well
as low scalability of the proposed protocols.

Another research topic is technology-specific and con-
cerns networks based on the MPLS (Multi-Protocol La-
bel Switching) and the emerging GMPLS (Generalized
MPLS) [9,10]. They comprise explicit routing, based on
pre-computed paths for specific types of traffic, with respect
to their QoS requirements. In addition, proposals for TE in
MPLS-based networks with DiffServ QoS architecture ad-
dress an integrated QoS management based on both service
demands and network conditions[11,12].

Following the basic idea presented in[4], which assumes
Internet TE with link state protocols by adjusting link costs,
our motivation for this work was to explore possibilities for
TE based on similar principles, but in the DiffServ-aware
environment. We suggest novel TE approaches that make a
trade-off between fulfilling QoS requirements and the im-
plementation complexity. We particularly focus to TE with
DV-based routing protocols assuming calculating of DVs
according to distributed Bellman–Ford’s algorithm. This al-
gorithm is applied in several well-known IP routing proto-

cols including intra-domain protocols like RIP (Routing In-
formation Protocol) as well as inter-domain protocols like
BGP. BGP is frequently denoted as a path-vector protocol
because its routing information includes the corresponding
path. We will use the term “DV-based” protocols to denote
a common class of protocols that rely on similar routing
algorithms.

3. The network management architecture

Relationship of TE and network management process will
be explained relying on the concept of QoS management
suggested in[13] and extended in[14], where we have in-
troduced a notion of the entity responsible for dynamic QoS
management–QoS Manager (QM). TE methods proposed in
this paper are also applicable to other similar architectures,
e.g. [11,12]. QM entity encompasses the following func-
tional components (seeFig. 1):

• Service Level Agreement Manager(SLAM): An entity
that negotiates QoS with end users and other domains,
by means of QoS signaling protocol, e.g. different vari-
ants of RSVP (Resource reSerVation Protocol) or some
proprietary access signaling protocol.

• Network Resource Manager(NRM): An entity that decides
about admission of new traffic flows to the network and
resource allocation. NRM maintains a global view about
the state of network resources, through the resource state
table.

• QoS Configuration Manager(QCM): An entity that con-
figures network elements for the new traffic flow and its
associated traffic class.

Relationship of the TE process and QoS management is
depicted inFig. 1. TE performs adaptive management of
traffic aggregates that are already present in the network,
which involves short-term (seconds and minutes) controls
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Fig. 1. Relationship of TE process and QoS management.
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and medium-term (hours, days and weeks) updates of con-
figurable parameters at network elements, e.g. routing ta-
bles, link costs, queuing and scheduling parameters, etc.

TE is also coupled with the traffic prediction process,
which can be performed according to negotiated SLAs for
individual traffic flows, metering and historical data. Traffic
distribution matrix is created according to predicted traffic
and the network is dimensioned based on that matrix. TE
processes the results of long-term (months and years) perfor-
mance monitoring, which may be used for network redesign
in the sense of removing bottleneck links, adding new net-
work elements, upgrades of software and hardware at the
existing equipment, etc.

4. Proposals for TE methods with DV-based
routing protocols

DV-based routing comprises a decentralized routing
scheme, in which individual nodes have no information
on the entire network topology. Each node knows only its
direct neighbors, exchanges its DVs with them and keeps a
table containing distances to all other nodes via each neigh-
bor. DV calculation typically relies on the Bellman–Ford’s
algorithm, which functions as follows. Optimal path be-
tween a sourceX and destinationY is chosen from the set
of all available paths, based on the minimum distance cri-
terion. The minimum distance,D(Y, X), represents a path
with minimum sum of link costs, which is calculated from
the expression

D(Y, X) = min
Xi

DX(Y, Xi), (1)

whereXi denotes each neighbor of nodeX, whileDX(Y, Xi)

represents DV from the nodeX to the nodeY, across the
nodeXi , which is calculated as follows:

DX(Y, Xi) = c(X, Xi)

+ min
Xj

DXi (Y, Xj ), Xj �= X, (2)

whereXj denotes each neighbor of the nodeXi , c(X, Xi)

is the cost of link (X, Xi), while DXj (Y, Xi) represents
distance from the nodeXi to the nodeY, across the nodeXj .
The calculation is iterated until the nodeY is reached. DV-
based protocols typically have the ability of dynamic traffic
rerouting, by means of different variants of topology update
algorithms, in the case of link failure or due to change of link
cost. In that case, control packets with routing information
are propagated through network only if changes of link cost
do affect optimal paths.

If link cost reflects one or more relevant PMs, it is possible
to adapt traffic routing dynamically, according to network
conditions. We will denote TE approach from[4] with TES
(Traffic Engineering with Shared link costs). TES deals with
one cost per each link and does not assume any changes

of the basic routing protocol. Recalculation of single link
costs is performed on the basis of the overall measured or
estimated link utilization.

4.1. TEnE – Traffic Engineering with n-level cost
differentiation on Each link

The generic approach for TE in the DiffServ-aware envi-
ronment relies on quite simple idea: ifn is the number of
traffic classes,n different costs should be defined for each
link – one cost for each traffic class. We adopt the conven-
tion that classn corresponds to the best effort service, which
is network default service. Each cost is calculated as a func-
tion of relevant PM, for the observed traffic classp. In this
case, Eqs. (1) and (2) transform as follows:

D(p, Y, X) = min
Xi

DX(p, Y, Xi), p = 1, 2, . . . , n, (3)

DX(p, Y, Xi) = c(p, X, Xi) + min
Xj

DXi (p, Y, Xj ),

Xj �= X. (4)

The main advantage of TEnE approach refers to the abil-
ity of finding optimal paths for each traffic class, in the
sense of particular PM. Basic routing algorithms should not
be changed – they rely on the minimum distance criterion.
However, generic approach suffers from drawbacks that con-
cern scalability issues and processing requirements, due to
enlargement of routing tables and additional computational
and implementation complexity. We further propose three
heuristic approaches that reduce complexity of the generic
approach. They rely on reducing the number of routing dif-
ferentiation levels and/or reducing the number of links with
multiple costs.

4.2. TE2E – Traffic Engineering with 2-level cost
differentiation on Each link

In a large number of networks, path differentiation can
be performed only with two levels, where the first level
generally refers tomclasses(1�m < n) and the second level
refers to the rest ofn−m traffic classes. This approach should
be typically applicable for guaranteeing delay performance
at the first level and bandwidth performance at the second
level. Eqs. (3) and (4) stand for calculating DVs, withp ∈
{1, 2}.

4.3. TEnC – Traffic Engineering with n-level cost
differentiation on Critical links

In a properly designed network, the number of critical
links concerning any particular PM is reasonably low. Be-
sides, such links usually do not behave badly all the time,
but only under certain worst-case conditions[8]. The set of
potentially “bad” links can be identified and upgraded in
the TE process. Hence, different costs should be applied for
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different traffic classes only to paths that include potentially
“bad” links. If n-level cost differentiation is applied only to
critical links, then Eqs. (3) and (4) stand for the default class,
n, with p = n. For any other classp, 1�p < n, we have

D(p, Y, X) =
{minXi

DX(p, Y, Xi), if there is at least
one critical link fromX to Y,

minXi
DX(n, Y, Xi), otherwise,

(5)

DX(p, Y, Xi) =




c(p, X, Xi) + minXj
DXi (p, Y, Xj ),

X − Xi is critical, with at least
one critical link fromXj to Y,

c(p, X, Xi) + minXj
DXi (n, Y, Xj ),

X − Xi is critical, without
critical links fromXj to Y,

c(n, X, Xi) + minXj
DXi (p, Y, Xj ),

X − Xi is critical, with at least
one critical link fromXj to Y

(6)

with Xj �= X.
In this case, the overall path distance could be a sum

of costs representing one PM for “good” links and costs
representing some other PM for “bad” links. This approach
provides feasible path selection assuming two conditions:
one concerning proper definitions of PMs and cost functions,
as will be explained in Section 5 and the other concerning
choice of appropriate PMs.

4.4. TE2C – Traffic Engineering with 2-level cost
differentiation on Critical links

Further reduction of implementation complexity should
be achieved by performing routing differentiation on two
levels, with presumptions as in the case of the TE2E method,
but only on critical links. This means that only a small num-
ber of paths will contain links with two different costs: one
for the first routing level, typically representing delay per-
formance and another for the second routing level, typically
representing link utilization. Eqs. (5) and (6) stand for cal-
culating DVs, withp = 1 andn = 2.

4.5. Implementation issues

Implementation issues concern size of routing tables,
structure and throughput of routing control packets and
complexity (algorithmic, computational, and operational).
Qualitative comparison of different TE methods with respect
to performance and implementation issues is supplied in
Table 1. Routing tables should be enlarged exactlyn times
in the case of TEnE method and twice if TE2E is applied.
With TE2C and TEnC, table size may be implementation-
dependent; however reducing table size may increase pro-
cessing requirements at network nodes.

With all TE methods, additional protocol overhead, due
to information about the routing differentiation level is pro-
portionally low, as indicated inTable 1.

High complexity of the generic method refers to multi-
ple computational and processing requirements that may be
significantly reduced by performing routing differentiation
with only two levels (TE2E). Reducing complexity of TEnE
with TEnC strongly depends on percentage of critical links
in the network. Similar observations stand for TE2C in com-
parison with TE2E.

Finally, since proposed approaches rely on using single
PM, there is no additional slowdown of the protocol con-
vergence, which may be the problem if DV algorithm is ex-
tended with multiple metrics[15].

5. Cost functions

Let �p be a non-negative link metric that quantifies
performance of the traffic classp, traversing any link
in the network. LetMp be maximum allowed value of
the observed metric�p, hence �p = �p/Mp represents
the normalized value of�p. Suppose that the cost of
any link Xi − Xj , for traffic classp, c(p, Xi, Xj ), can
be expressed by generic function of normalized PM, i.e.
c(p, Xi, Xj ) = c(�p), for �p �0. Functionc(�p) is pos-
itive, increasing and convex, for values 0�p�1, with
c(0) = C0 and c(1) = C1. For values�p > 1, link cost is
infinite, i.e. c(�p) = +∞. Thus, generic functionc(�p)

uniquely determines link cost for traffic classp, for any
measured or estimated value of�p. Regarding DV proto-
col, conditionc(�p) = +∞ for �p > 1 is equivalent with
marking link out of order for classp. Concerning QoS
routing, the above condition corresponds to constraint-
based approach, meaning that each path that contains even
one link with infinite cost is eliminated from the set of
available paths.

In practice, a very small change of�p in most cases causes
also a small change of costc(�p), which does not signifi-
cantly influence the overall path cost. This conclusion leads
to a more suitable, practical approach to TE, based on oper-
ating with a finite set of pre-computed discrete cost values.
The objective is to avoid dynamic computations of costs as
well as too frequent reconfiguration of routers and, conse-
quently, increase of the control traffic intensity. Further, we
want to distinguish the case of performance deterioration
from link failure, therefore the infinite value ofc(�p) should
be replaced with the finite valueCmax in the approximated
function. Although this approach is not constraint-based,
the overall cost of the path containing even one link with
costCmax should be so high that practically it will never be
selected.

Such approach leads to approximation of the generic func-
tion c(�p) with a staircase-like function,cs(�p). Function
cs(�p) takesm + 1 discrete values from the set{C0, C0 +
�C1, C0+∑m−1

j=1 �Cj , . . . , Cmax}, wherem ∈ {1, 2, 3, . . .},
C0 = c(0), �Cj represents the difference between two con-
secutive values ofcs(�p), C0+∑m−1

j=1 �Cj < c(1)=C1, and
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Table 1.Comparison of TE methods

TE Routing differentiation field Size of routing table Exchange of control packets

TEnE �log2 n�-bit n times larger than in basic
DV protocol

Up to n times more frequent
than in TES

TE2E 1-bit 2 times larger than in basic
DV protocol

Up to 2 times more frequent
than in TES

TEnC �log2 n�-bit or �log2 n� + 1-
bit

Up to n times larger than in
basic DV protocol

Less frequent than TEnE

TE2C 2-bit Up to 2 times larger than in
basic DV protocol

Less frequent than TE2E

Cmax> > C1. Staircase-like function is defined as follows:

cs(�p) =




C0, 0��p < �p,1,

C0 + ∑i
j=1 �Cj , �p,i ��p < �p,i+1,

�Cj > 0, i = 1, 2, . . . , m − 1,

Cmax, �p ��p,m, �p,m < 1,

(7)

where{�p,1, . . . , �p,m} represents set of the values of vari-
able �p in which function cs(�p) changes its value. The
set {�p,1, . . . , �p,m} should be determined with regards to
c(�p), from the following conditions: (1)cs(�p,i)=c(�p,i)=
C0 + ∑i−1

j=1 �Cj + �Ci/2, for i = 1, 2, . . . , m − 1; and

(2) cs(�p,m) = c(�p,m) = C0 + ∑m−1
j=1 �Cj + (C1 − C0 −∑m−1

j=1 �Cj )/2, i.e.

�p,i =




c−1(C0 + ∑i−1
j=1 �Cj + �Ci/2),

i = 1, 2, . . . , m − 1,

c−1((C0 + C1 + ∑i−1
j=1 �Cj )/2),

i = m,

(8)

where notationc−1 stands for the inverse function of generic
cost functionc.

Let us now explore a particular class of generic cost func-
tions defined as follows:

c(�p) =
{

C0 + (C1 − C0)�a
p, 0��p �1, a�1,

c(0) = C0�0, c(1) = C1 > C0,

+∞, �p > 1,

(9)

which, for 0��p �1 gives a family of strictly convex power
functions for alla > 1 and a linear function for the boundary
value a = 1. When approximatingc(�p) with cs(�p), we
suppose a particular important case of Eqs. (7) and (8), which
assumes equidistant intervals of cost change such that�Cj =
(C1 − C0)/m, for j = 1, 2, . . . , m − 1. In this case, Eq. (7)
is transformed as follows:

cs(�p) =




C0, 0��p < (1/2m)1/a,

C0 + (i/m)(C1 − C0), ((2i − 1)/2m)1/a

��p < ((2i + 1)/2m)1/a,

i = 1, 2, . . . , m − 1,

Cmax, �p �(1 − 1/2m)1/a.

(10)

According to Eq. (10) the set of link costs can be pre-
calculated using the set of only five parameters, i.e.
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Fig. 2. Examples of generic cost functions and their approxima-
tions with staircase-like functions.

{a, m, C0, C1, Cmax}. Cmax/C1 should be larger at least an
order of magnitude than maximum number of hops between
any pair {source, destination}, to assure exclusion of any
path containing even one link with�p ��p,m. Examples of
generic cost functions defined with Eq. (9) and their ap-
proximations according to Eq. (10), with different values of
parametera, are illustrated inFig. 2.

We will further discuss particular PMs, supposing that
edge-to-edge (E2E) network performance bounds are
known. Link cost should regularly be a function of band-
width consumption, if bandwidth for the observed traffic
class is not reserved. In order to adjust to functioncs(�p),
defined by Eq. (7), metric�p should be expressed through
the offered traffic loadLp normalized to bandwidth,Bp, i.e.
�p = Lp/Bp, meaning that link cost will become extremely
high if the link bandwidth is almost exhausted. This strat-
egy should usually be applied for the best effort service or
for several classes with lower priorities, when link cost ex-
presses a measure of common available bandwidth shared
between those classes.
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If the bandwidth for particular class is reserved, cost func-
tion can express another PM, e.g. delay, which is typical
for premium service. Measured or estimated link delay,dp,
should be normalized to the upper delay bound of aggregated
flow that traverses particular link. Ifh is the maximum num-
ber of hops between any source and destination andDp,E2E
is the maximum E2E network delay for premium service,
then�p =hdp/Dp,E2E. Similar considerations stand for de-
lay variation (jitter).

Another important case refers to loss-sensitive traffic.
Considering reserved bandwidth for traffic classp, metric
�p should be expressed as a ratio of the link packet loss
probability for that class,Plp, and the maximum allowed
link packet loss probability. Ifh is the maximum number
of hops andPlp,E2E represents maximum E2E packet loss
probability for classp, then�p =Plp/[1− (1−Plp,E2E)

1/h].
Variable�p can also express normalized value of a single

mixed metric (SMM)[15], if defined as a suitable math-
ematical function of two or more single PMs. Adjusting
weighting factors of each metric may increase the influence
of particular QoS requirement. For example, additive PMs
like delay dp and jitter jp can be mixed, such that�p =
h(w1dp +w2jp)/(w1Dp,E2E+w2Jp,E2E), where weighting
factorsw1 and w2 determine the importance of particular
PM in the overall cost, for traffic classp.

6. Simulation and results

Extensive simulations have been carried out to explore the
effectiveness of our approach. The network simulator ns-2
[16] has been used together with the Trace Graph analyzer of
ns-2 trace files[17]. The original ns-2 DV routing modules
have been extended to support proposed TE methods. Packet
header and link state structures have also been modified to
allow multiple traffic classes and link costs, respectively.
TE process has been settled in the simulation script. Input
parameters for calculating costs in the TE process have been
obtained by the Trace Graph.

Simulated topologies are presented inFig. 3. All nodes
in NET1 and NET2 are interconnected by duplex 34 Mb/s
links, with delays in the interval [5 ms, 10 ms], including
propagation and processing at network nodes. Packet loss
probabilities of individual links in both networks vary in the
interval[10−7, 5∗10−7]. The default ns-2 FCFS (First-Come
First-Served) scheduling and drop-tail queue management
has been applied in all nodes, with queue size 50 packets.
Costs have been modeled by the set of functions defined by
Eq. (10) withC0 = 1, C1 = 101, Cmax = 10 000 anda ∈
{1, 2, 4}. Specification of traffic distribution matrices for all
experiments is provided in the Appendix.

In the first set of experiments, handling of traffic con-
centration over critical links has been compared for differ-
ent TE methods. Approximately 10% of potentially criti-
cal links, with respect to bandwidth utilization, have been
assumed. IP traffic has been simulated by FTP sources,

attached to the TCP agents, with packet size 1000 Byte.
Four service classes have been supposed – premium service
(PS) for delay-sensitive traffic, gold service (GS) and silver
service (SS) for loss-sensitive traffic and best effort service
(BE). Equal number of FTP sources per each class, between
each pair{source, destination}, has been activated succes-
sively, with ingress rates 0.5 Mb/s for PS, GS and SS and
1.5 Mb/s for BE traffic. Pairs{source, destination} have been
determined in such fashion that traffic concentration affects
critical links, while the average utilization with respect to all
links remains proportionally low. The number of per-class
sources has been varied from 10 to 30 to simulate different
offered loads on critical links, assuming equal link costs, set
to minimum value 1, without TE. Thus, the load factor LF,
which represents the ratio of offered load on critical link and
link capacity, has been varied in the interval [0.5, 1.5].

Duration of each experiment is 25 s. For both topologies,
recalculation of link costs has been performed at the equidis-
tant time intervals,Tcalc = 5 s. Note that frequency of cost
computation for simulation purposes has been chosen much
higher than the one normally expected in a real network.
Discussion on TE policies that determine interval of cost
recalculation is supplied in Section 7.

Depending on TE method, link costs are recalculated ac-
cording to maximum value of the normalized relevant PM
at the observed time interval,Tcalc. For purpose of deter-
mining �p we have assumed maximum allowed per-class
link bandwidths and mappings of PMs as described in Sec-
tion 5. If B is the overall link capacity, then we suppose
B1 = B2 = B3 = 0.15B, while B4 = 0.55B, where indexes
1, 2, 3 and 4 denote PS, GS, SS and BE, respectively. For
TES, common link cost has been determined according to
overall link utilization. For generic method TE4E, link delay
for PS has been estimated taking into account queue length
and service rate equal to link capacity. Normalized metric
�1 has been obtained with respect to maximum allowed E2E
delay and maximum possible number of hops in each net-
work. Packet loss probabilities for GS and SS have been
estimated according to overall link utilization, from the set
of random values in the interval[10−7, 5 ∗ 10−7]. Metrics
�2 and�3 have been determined with respect to maximum
allowed E2E packet loss probabilities for corresponding ser-
vices. Normalized metric for BE,�4, represents ratio of of-
fered BE traffic andB4. Same principle has been applied
with TE4C, for estimating values�1 − �4 on critical links,
while for other links common metric�4 has been estimated
based on the overall link utilization. With TE2E,�1 has been
determined as described above, while�2 (common metric for
GS, SS and BE) has been estimated based on utilization of
available bandwidth for those three classes (B2 + B3 + B4).
With TE2C, such principle is applied on critical links, while
for other links common metric�2 is estimated based on the
overall link utilization.

Relevant performance characteristics of PS, GS and SS
are presented inTable 2. The values are normalized to re-
quired absolute values of particular metrics, i.e. maximum
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Fig. 3. Simulated topologies. (a) NET1 and (b) NET2.

Table 2.Maximum normalized E2E PM values

TE PS delay GS loss probability SS loss probability

NET1 NET2 NET1 NET2 NET1 NET2

TES 0.731 1.420 0.599 1.799 0.059 0.179
TE4E 0.415 0.711 0.399 0.599 0.059 0.179
TE4C 0.508 0.820 0.499 0.699 0.059 0.179
TE2E 0.415 0.711 0.599 0.899 0.059 0.089
TE2C 0.508 0.820 0.599 0.899 0.059 0.089

allowed E2E delay for PS is 100 ms, while maximum al-
lowed E2E packet loss probability equals 10−6 for GS and
10−5 for SS. When applied in NET2, TES exceeds allowed
metrics boundaries for PS and GS, because link costs are
determined only with respect to the overall link utilization.
TE4E provides the best overall performance, with respect
to particular QoS requirements. TE4C is slightly worse than
TE4E, due to presence of paths that contain links with shared
costs. TE2E provides the same delay performance as TE4E,
while packet loss probability of GS is worse than TE4E, but
still acceptable. Note that SS performs excellent in all cases,
because of less rigid QoS requirements. In NET2, packet
loss probability is even less with TE2E and TE2C, because
of path sharing with more claimed GS.

Simulation results inFig. 4 present maximum link uti-
lization vs. load factor LF, when different TE methods are
applied, considering all links in the network. Curve denoted
by “Average” in Fig. 4 represents the mean of maximum
utilizations with respect to all links that carry traffic, if TE
is not applied. With all investigated methods, network con-
gestion has been avoided, even in the case when critical
link, without TE, should be overloaded 50%(LF = 1.5).
TES provides most even link utilization, because it regularly
changes shared costs only with respect to the overall link
utilization. TE4E provides slightly higher maximum utiliza-
tion than TES due to taking into account 4 different nor-
malized PMs. Similar considerations stand for TE4C, for

which higher maximal link utilization than in TE4E appears
due to mixing different traffic classes on links with shared
costs. In TE2E and TE2C, premium traffic has been associ-
ated with the first routing level, while other traffic classes
have been associated with the second level. This is the worst
case with regards to maximum link utilization. With TE2E,
maximum utilization appears on links that carry mixed GS,
SS and BE traffic. Finally, maximum utilization is the high-
est with TE2C, because of mixing traffic from all classes on
“good” links, with shared costs between two routing levels.
However, even with TE2C, maximum link utilization does
not exceed 85.1% for NET1 and 77.5% for NET2. Com-
pared to the average link utilization, larger network NET2
behaves worse. For example, although cost of link 0–1 rises,
alternative path 0–5–4–3–2–1 may still have higher overall
cost, hence traffic should be routed over link 0–1. The ratio
of maximum link utilization with TE and the average link
utilization varies in the interval [1.85, 2.55] for NET1 and
[2.87, 4.45] for NET2.

For all TE methods, the best results in the sense of reduc-
ing maximum link utilization have been obtained fora = 1.
This happens due to linear change of link costs, which en-
ables more even distribution of the overall traffic. Fora =4,
maximum link utilization is considerably higher for lower
LF, than if a = 2 or 1, due to high values of initial thresh-
old that triggers change of minimum cost. In this case, con-
sidering Eq. (10), link cost remains minimal(C0) until PM
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Fig. 4. Link utilization of NET1 and NET2 vs. ratio offered load/link capacity, without TE for different values of cost parametera: (a)
NET1, a = 1. (b) NET2,a = 1. (c) NET1,a = 2. (d) NET2,a = 2. (e) NET1,a = 4 and (f) NET2,a = 4.

�p reaches�p,1 = 0.473, and after that it keeps the value
C0+�C1 until �p reaches�p,2=0.622. Besides, the “swing”
effect appears which is manifested by successive fluctuation
of certain amount of traffic between two links as their costs
oscillate among the two lowest values,C0 andC0 + �C1.
This phenomenon is more expressed in smaller and star-like
NET1 topology, where “swing” effect occurs e.g. between
links 0–9 and 0–10 or between links 0–11 and 0–10. With
a = 4, the “saturation” effect appears for higher values of
LF, which is manifested with almost constant maximum link
utilization when overload factor LF changes its value from
1.1 to 1.5. This happens because link costs change rather
frequently for higher values of�p (�p > 0.7), thus allowing
more even traffic distribution among links. Maximum link
utilization should be almost equal for LF= 1.4 or LF= 1.5,
with all investigated values ofa. This leads to a conclusion
that choice of parametera depends on the operator’s pol-
icy. If the objective is to provide fair link utilization for all

offered traffic loads, lower values of parametera should be
chosen. If the policy is to react only when a real threat of
congestion appears, higher values of parametera may be
selected.

In the second set of experiments, we have investigated in-
tensity of control traffic, for different TE methods and values
of cost parametera. We define normalized number of control
packets,Ncp, as a ratio of the number of all generated control
packets when TE is applied and the number of all generated
control packets when TE is not applied, with respect to all
Tcalc intervals. When TE is not applied, cost of each link is
common for all traffic classes and it does not change during
simulation. The overall number of control packets generated
in the intervalTcalc then depends on the network topology
and the period of DVs exchange between adjacent nodes,
which is protocol implementation dependent, but typically
equals couple of seconds (1–2 s). Assumed simulation con-
ditions concerning network topologies, number of classes,
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Fig. 5. Normalized number of overall generated control packets
for different TE methods: (a) NET1 and (b) NET2.

traffic sources, percentage of critical links and cost functions
are same as in the first set of experiments, with LF= 1.0.
Simulation results are presented inFig. 5. The values ofNcp
denoted by “MAX” correspond to the theoretically worst
case, when all link costs and all minimum DVs are changed.
Ncp values denoted by “SIM” have been obtained by simu-
lation. Lower values ofNcp for highera appear as a result of
less frequent alterations of DVs. Approximations of TE4E
allow generation of lower number of control packets, and
consequently lessNcp, with best results when both number
of routing differentiation levels and number of links with
multiple costs are reduced.

We have further investigated processing loads at the
individual nodes, related with control packets. Process-
ing load at each node has been estimated by means of
the Trace Graph analyzer, on the basis of number of re-
ceived and generated control packets during the worst
interval Tcalc, i.e. interval in which the highest number
of control packets has been processed. Simulation re-
sults have been presented inTable 3, for LF = 1.0 and
cost parametera = 2. Maximum processing load refers
to a node with the highest estimated load, while average

Table 3.Normalized processing loads at network nodes

TE method Maximum Average

NET1 NET2 NET1 NET2

TE4E 4.875 3.915 2.449 2.373
TE2E 2.925 2.421 1.518 1.417
TE4C 2.471 1.985 1.345 1.455
TE2C 1.725 1.422 1.181 1.241
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Fig. 6. Normalized number of overall generated control packets
vs. percentage of critical links: (a) NET1 and (b) NET2.

load denotes mean of maximum loads with respect to
all network nodes. Both maximum and average process-
ing loads have been normalized to corresponding ones,
obtained without applying TE. Higher maximum process-
ing loads in NET1 appear due to node 0 (seeFig. 3),
which is interconnected with nine neighbors and receives
more control packets than nodes in NET2, which have up
to four neighbors. However, both topologies experience
similar average node processing loads for the same TE
method.

In the third set of experiments, efficiency of TE2C and
TEnC methods has been explored, depending on number of
critical links.Fig. 6presentsNcp as a function of percentage
of critical links, considering LF= 1.0 anda = 2. In TEnC,
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Fig. 7.Normalized average processing load vs. percentage of crit-
ical links: (a) NET1 and (b) NET2.

number of traffic classes,n, has been varied from 3 to 5.
Results presented for TE2C method refer to approxima-
tion of TE4E. Number of control packets rises as number
of path differentiation levels and number of critical links
is being increased. Average processing loads at network
nodes, normalized to ones experienced without TE, vs. dif-
ferent percentage of critical links, have been presented in
Fig. 7. The obtained values are equivalent for both topolo-
gies, with remarkable advantages of TE2C and TEnC in
comparison with TE2E and TEnE, for lower percentage of
critical links. If percentage of critical links achieves 25%
in NET1 and 30% in NET2,Ncp and processing loads with
TE2C and TEnC become nearly same as with TE2E and
TEnE,
respectively.

7. TE policies

In order to implement proposed approach, the follow-
ing issues have to be addressed with respect to time-scales
of their application: selection of suitable TE method, def-
inition of cost function cs(�p), specification of relevant
PMs, computation of link costs and definition of criti-

cal links. Those items basically constitute an administra-
tive TE policy, since they comprise a set of rules needed
to manage TE process. An overview of TE policy ele-
ments and time scales of their application are presented in
Table 4.

Routing protocol may optionally support all proposed TE
methods, thus allowing network administrator to select the
most appropriate one, on a long-term basis. Criteria for se-
lecting parameters of cost functioncs(�p) as well as map-
pings of generalized to particular PMs have been addressed
in Sections 5 and 6.

Cost recalculation frequency should be a trade-off
between network stability and performance optimization
objectives. DV-based protocols suffer from convergence
problems that may jeopardize network stability. Duration
of transition period, caused by propagation of DVs through
network after change of link costs, strongly depends on
network topology, number of changed costs and link de-
lays. Transition periods with proposed TE methods do not
considerably enlarge in comparison to the one experienced
with TES, because basic routing algorithm does not change.
In simulation experiments from Section 6, they were in
the interval [0.55 s, 0.8 s] for 12-node topology NET1 and
[0.7 s, 1.0 s] for 25-node topology NET2. We do not fore-
see short-term changes of link costs, except in the case of
failures or heavy congestion.

Link costs need to be carefully determined with the ob-
jective to keep network performance stable, in spite of short-
term variations of traffic intensity and offered link loads.
Considering cost functionscs(�p), the problem deduces to
adequate estimation of relevant value of�p on each link.
Another important question concerns the number of costs
(regarding all links in the network) that should really be
changed after each recalculation[4]. In Section 6, we have
shown the impact of cost parametera to number of cost
changes. In the DiffServ-aware network, TE policy might
prefer rather rare changes of certain link cost related with
particular class, thus keeping estimated�p and its associated
cost nearly constant in long-term period. Anyway, network
management system must permanently have precise and up-
graded information about the state of the overall network
and its performance.

Criteria for definition of critical links in TEnC and TE2C
methods may be related with embedded long-term link fea-
tures. For example, backbone links with lower overall capac-
ities potentially represent network bottlenecks. The objec-
tive of TE policy, realized through medium-term assignment
of multiple costs to such links, should be to disburden them
from certain amount of traffic, or to avoid forwarding of traf-
fic with hard QoS requirements over them. In other cases,
critical links may be defined on the basis of their experienced
or predicted large utilization. There is no benefit of TEnC
or TE2C if critical links have to be redefined almost each
time when costs are recalculated. TE process is iterative and
proper selection of critical links has to be learned through
several steps performed in cooperation with the analysis of
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Table 4.Elements of TE policy

Element Time scale Remark

TE method Long-term If protocol supports different TE methods
Cost functioncs(�p) Long-term For example, set {a, m, C0, C1, Cmax}
Set of PM Long-term One PM per class or routing differentiation level
Cost recalculation Medium-term or short-term Short-term, occasionally (failures, heavy congestion)
Redefinition of critical links Long-term or medium-term Only with TEnC or TE2C

Table A1. Specification of traffic matrices in simulation experiments

Experiment NET1 NET2

Traffic flow Critical links Traffic flow Critical links
Sn,p,i → Dn,p,j Sn,p,i → Dn,p,j

First set p = 1, 2, 3, 4 p = 1, 2, 3, 4
n = 1, 2, . . . , 30 0.9 n = 1, 2, . . . , 30 1.19, 19.20
i ∈ {0, 1, . . . , 6} 0.11 i ∈ {0, 1, . . . , 7, 11, 12, . . . , 20, 21, 24} 21.22, 24.21
j ∈ {7, 8, . . . , 11} j ∈ {19, 20, . . . , 23}

Second set p = 1, 2, 3, 4 p = 1, 2, 3, 4
n = 1, 2, . . . , 20 0.9 n = 1, 2, . . . , 20 1.19, 19.20
i ∈ {0, 1, . . . , 6} 0.11 i ∈ {0, 1, . . . , 7, 11, 12, . . . , 20, 21, 24} 21.22, 24.21
j ∈ {7, 8, . . . , 11} j ∈ {19, 20, . . . , 23}

Third set p = 1, 2, 3, 4 0.9, 0.11 p = 1, 2, 3, 4 1.19, 19.20, 21.22,
n = 1, 2, . . . , 20 1.4, 5.9, n = 1, 2, . . . , 20 24.21, 18.19, 6.7,
i ∈ {0, 1, . . . , 6} 9.8, 10.11, i ∈ {0, 1, . . . , 7, 11, 12, . . . , 20, 21, 24} 17.18, 4.5, 4.6,

j ∈ {7, 8, . . . , 11} 11.7 j ∈ {19, 20, . . . , 23} 22.23, 2.1

the overall network behavior. Therefore, we rather foresee
long-term redefinition of critical links. Medium-term redefi-
nition of critical links may be needed occasionally, e.g. after
network failures or under heavy congestion.

8. Conclusions

Different TE methods, relying of adaptation of multiple
per-link costs, with DV-based routing protocols in DiffServ-
aware IP networks have been proposed and examined. With
the suggested approach, efficient TE can be achieved with
slight modifications of the existing routing protocols. Com-
plexity of the generic TE method with separate link costs
for each traffic class may be reduced by decreasing num-
ber of routing differentiation levels and/or number of links
with multiple costs. Implementation assumes definition of
operator-specific TE policy which encompasses: selection
of the appropriate TE method, definition of cost function,
specification of PMs, recalculation of link costs and defi-
nition of critical links. All those elements are related with
corresponding time scales.

Simulation results indicate that long-term selection of
particular approximate TE method should depend on QoS
requirements, number of critical links, number of traffic
classes and scalability issues. Approximation of generic TE

method by reducing number of links with multiple costs is
effective only with up to 20% of critical links in the network.

The proposed method for determining link cost of partic-
ular traffic class relies on suitable staircase approximation of
the generic cost function, which allows TE with a finite set
of pre-calculated costs. A notion of the single generalized
PM has been introduced as a basis for unified calculation of
each cost by means of a suitable cost function. Generalized
metric is normalized to maximum allowed value on each link
and fits to the additive composition rule that stands for the
overall path cost. Simulation results indicate that choice of
particular cost function depends on long-term performance
optimization objectives.

The most difficult task in specifying TE policy refers to
appropriate estimation of relevant PMs, based on which costs
are recalculated. Different policies related with medium term
cost recalculation have been discussed. They may be pre-
ventive or reactive, while both of them have to deal with
number of costs that should really be changed after each re-
calculation, in order to fulfill QoS requirements and preserve
network stability.
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Appendix

Specification of traffic matrices in simulation experiments
is presented inTable A1. Traffic flow is specified by flow
sourceSn,p,i and flow destinationDn,p,j , wheren denotes
ID number of traffic flow,p denotes ID number of traffic
class, whilei andj denote ingress and egress nodes, respec-
tively, according toFig. 3. Different combinations(i, j), i �=
j , were used to simulate different traffic concentration on
individual links. In the third set of experiments, number of
critical links has been varied in the intervals[2, 7] and[4, 11]
in NET1 and NET2, respectively.
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